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Introduction

Equity factor models are a fairly recent invention. Barr Rosenberg pioneered the use of multi-factor risk models as a robust way to estimate the asset covariance matrix (1974). In 1975 he founded Barra, which developed the first commercially available risk model for US equities, dubbed USE1.

Initially, the USE1 Model was estimated from quarterly data. Later, as data become more widely available, the observation frequency was increased to monthly. For many years, using monthly observations to estimate the factor covariance matrix was standard practice. For instance, the Barra USE3 Model, released in 1998, used monthly factor returns with a half-life of 90 months in the estimation process.

The Internet Bubble presented a serious challenge for models estimated with monthly data. The crux of the problem was that volatility changes were too rapid and extreme to be reliably captured using low-frequency observations. In response to this challenge, Barra researchers developed the USE3S Model, which used daily factor returns for estimating the covariance matrix. The higher frequency of observations allowed the model to adapt more rapidly to changing levels of volatility.

Although the USE3S Model employed daily factor returns, it maintained a prediction horizon of one month. This was accomplished by explicitly accounting for the effects of serial correlation in factor returns, which can cause significant deviations from the familiar “square-root-of-time” scaling. For instance, the returns to the Momentum factor typically exhibit positive serial correlation. This makes the factor significantly more volatile at the monthly horizon than would be suggested by applying square-root-of-time scaling to daily volatility.

For many institutional investors, however, the relevant horizon may be much shorter than one month. In this paper, we focus on one-day prediction horizons. One possible approach for predicting risk at one-day horizons would be to take the forecasts from a monthly model and simply apply square-root-of-time scaling to bring the prediction horizon to a single day. However, there are two shortcomings with this approach. First, the monthly model is calibrated for a longer horizon and will not have the appropriate responsiveness for a one-day forecast. Second, the serial correlation adjustments that were used to provide accurate forecasts at a monthly horizon now represent sources of error at a one-day horizon. In other words, if the observation frequency is synchronized with the prediction horizon, then serial correlation adjustments should not be incorporated.

In this paper, we highlight some of the modeling issues that must be addressed when constructing a model with a one-day prediction horizon. Central to this challenge is the identification of a reliable metric to evaluate the accuracy of risk forecasts.

Evaluating the Accuracy of Risk Forecasts

Building a sound risk model first requires a reliable means of evaluating the accuracy of risk forecasts. This provides an essential guide for setting model parameters and evaluating performance. Ideally, our measure of forecasting accuracy will provide both time and portfolio resolution, meaning that the measure can be used to evaluate risk forecasts for a single portfolio across time, or for a collection of portfolios within a single time period.
Bias Statistics

One commonly used measure to evaluate the accuracy of risk forecasts is the bias statistic, which conceptually represents the ratio of realized risk to forecast risk. To compute the bias statistic for a portfolio \( n \), we first use the risk model to predict the portfolio volatility \( \sigma_{nt} \) at the start of every period \( t \). We then observe the out-of-sample return of the portfolio \( R_{nt} \) over the subsequent period. The standardized return is defined by

\[
z_{nt} = \frac{R_{nt}}{\sigma_{nt}},
\]

and expresses the portfolio return as a z-score. The bias statistic is given by the standard deviation of standardized returns,

\[
B_n = \sqrt{\frac{1}{T-1} \sum_{t=1}^{T} (z_{nt} - \bar{z}_n)^2},
\]

where \( T \) is the number of days in the testing window.

Conceptually, the bias statistic measures whether the risk forecasts were accurate, on average, for a single portfolio across time. For accurate forecasts, we expect the realized bias statistic to be close to 1. However, due to sampling error, the bias statistic will never be exactly 1 — even for perfect risk forecasts. Instead, it is customary to identify a confidence interval. Assuming normally distributed returns and perfect forecasts, the 95-percent confidence interval is approximately \( 1 \pm \sqrt{2/T} \).

Two attractive features of the bias statistic are that it is simple to interpret and provides portfolio resolution. Unfortunately, it does not provide time resolution, meaning that it is possible to under-predict risk for some sub-periods and over-predict it for others while nonetheless obtaining a bias statistic close to 1. In other words, the bias statistic may allow cancellation of errors across time. This becomes especially problematic over long sample periods encompassing many years and multiple market regimes. A risk model user must be confident that volatility forecasts are reliable for all market regimes — not just “on average.”

Mean Rolling Absolute Deviation (MRAD)

One way to partially mitigate the time-resolution problem is to divide the long sample period into smaller sub-periods, and to compute the bias statistics over these sub-periods. For instance, if we select 12 days as the length of our sub-period, we obtain,

\[
B_n^\tau = \sqrt{\frac{1}{11} \sum_{t=\tau}^{\tau+11} (z_{nt} - \bar{z}_n)^2},
\]

where \( \tau \) denotes the start of the 12-day sub-period. The window is then rolled forward one day at a time until reaching the end of the entire sample.

The conventional Mean Rolling Absolute Deviation, or MRAD, is defined as the mean absolute deviation of the bias statistics from their ideal value of 1,
\[ MRAD = \frac{1}{N(T-1)} \sum_{n} |B_n^T - 1|, \]  

where \( N \) is the number of portfolios and \( (T - 1) \) is the total number of (overlapping) 12-day sub-periods. By virtue of the absolute value, MRAD penalizes both under-prediction and over-prediction of risk. Assuming perfect forecasts, normally distributed returns, and 12-day sub-periods, it may be shown that the expected value of MRAD is approximately 0.17.

Real financial data, of course, tend to have fat tails. In Figure 1, we plot the expected value of MRAD versus kurtosis for perfect risk forecasts. These results were generated via simulation by drawing 12 randomly generated returns from a fat-tailed distribution with standard deviation equal to 1. The fat tails were obtained using a student \( t \)-distribution with the appropriate number of degrees of freedom. We see that as the kurtosis rises to even modest levels, the expected MRAD for perfect forecasts increases significantly.

**Figure 1:** MRAD versus kurtosis for perfect risk forecasts. Kurtosis levels were varied using a student \( t \)-distribution with the appropriate number of degrees of freedom.
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In Figure 2, we present the results of the simulation study. Whereas the true optimal half-life is infinite, Figure 2 spuriously points to an optimal half-life of only six days. Furthermore, the minimum MRAD is approximately 0.16, well below the theoretical lower bound of 0.17 for perfect forecasts. How can these puzzling results be explained?

This conundrum is resolved by recognizing that the bias statistic — and by extension the MRAD — is not a true out-of-sample measure. This may be surprising at first glance, since the bias statistic is computed using out-of-sample z-scores. Nevertheless, because risk forecasts are updated daily, the bias statistic uses information in the volatility forecasts that was not known at the start of the 12-day period.

That this tends to favor overly responsive risk forecasts may be seen by the following thought experiment. Assume for simplicity that returns are drawn from a standard normal distribution. Suppose that, by chance, the portfolio experiences several large standardized returns. In this case, the 12-day bias statistic is likely to exceed 1. However, by over-reacting to the event and dramatically increasing risk forecasts, the subsequent z-scores will be artificially reduced. Although the risk forecasts following the event are biased upward, the realized bias statistic is closer to 1. Conversely, a string of small returns is likely to lead to a bias statistic less than 1. By reducing risk forecasts, the subsequent standardized returns will be artificially inflated, again leading to a bias statistic closer to 1. In other words, excessive responsiveness produces noisy and inaccurate risk forecasts, although the realized bias statistics may be deceptively close to 1.
Adjusted MRAD

A straightforward way to remove the in-sample effect is to simply use risk forecasts taken from the start of the 12-day period, and to hold these forecasts constant over the next 12 days. This leads to the adjusted MRAD measure. An advantage of the adjusted MRAD measure is that it uses no information in the volatility forecasts that was not known at the start of the 12-day sub-period, and therefore represents a true out-of-sample measure. A disadvantage of the adjusted MRAD is that it requires using somewhat stale forecasts.

Cross-Sectional Bias Statistics

Another measure of forecasting accuracy is the cross-sectional bias statistic,

$$B_T = \sqrt{\frac{1}{N-1} \sum_{n=1}^{N} (z_{nt} - \bar{z}_t)^2}.$$  

(5)

This is similar to the time-series bias statistic of Equation 2, except that now the standard deviation is computed across portfolios for a single day $t$. Since the cross-sectional bias statistic uses no information for volatility forecasts that was unknown at the start of the sub-period, it represents a true out-of-sample measure.

Conceptually, the cross-sectional bias statistic measures whether the risk model forecasts were accurate, on average, for a collection of portfolios on a single day. It cannot, however, answer whether the risk model forecasts were accurate for individual portfolios. In other words, the cross-sectional bias statistic provides time resolution, but not portfolio resolution. Consequently, it is possible to obtain a cross-sectional bias statistic close to 1, even if risk forecasts for individual portfolios were poor. In particular, this may occur if over-prediction errors for some portfolios are canceled by under-prediction errors for others.

$Q$-statistics

Patton (2011) describes measures of forecast accuracy in terms of “loss functions.” He defines a loss function as “robust” if the ranking of any two volatility forecasts by expected loss is the same whether the ranking is done using the true variance (unobservable) or some unbiased variance proxy (e.g., squared return). One example of a robust loss function is the $Q$-statistic, defined for portfolio $n$ and time $t$ as

$$Q_{nt} = z^2_{nt} - \ln\left(z^2_{nt}\right).$$  

(6)

Patton further shows that the $Q$-statistic is the unique loss function (up to trivial additive and multiplicative constants) that depends solely on standardized returns (i.e., $z$-scores). This makes the $Q$-statistic ideal for evaluating risk model accuracy, because it places every observation on an equal footing (whether the volatility is high or low).

Another key property of robust loss functions is that they are minimized in expectation when the predicted volatility equals the true volatility. For other loss functions, this is not true. That is, a biased volatility forecast can minimize the loss function. This would obviously be problematic for risk model calibration purposes. The MRAD is an example of a loss function that is not robust.
Also note that the $Q$-statistic clearly satisfies both time and portfolio resolution. That is, it is not based on averaging, so it is not possible to offset an over-forecasting error for one observation with an under-forecasting error for a different observation. Of course, the $Q$-statistic can be averaged either across time or across portfolios to obtain the desired resolution.

Intuitively, we can think of the $Q$-statistic as being comprised of two penalty functions. The first term, $z_n^2$, becomes large when risk forecasts are too low and therefore represents an under-forecasting penalty function. The second term, $-\ln\left(z_n^2\right)$, represents the over-forecasting penalty function and dominates when risk forecasts are too high.

It is important to understand the expected value of the $Q$-statistic for perfect risk forecasts. If returns are normally distributed, the expected value of the $Q$-statistic is approximately 2.27. As with the MRAD, however, it is a rather sensitive function of kurtosis. In Figure 3 we plot the expected value of the $Q$-statistic versus kurtosis, assuming perfect risk forecasts.

Figure 3: $Q$-statistic versus kurtosis for perfect risk forecasts. Kurtosis levels were varied using a student $t$-distribution with the appropriate number of degrees of freedom.

It is also interesting to consider how biases in volatility forecasts affect changes in the $Q$-statistic. Assume that returns are drawn from a standard normal distribution (i.e., with true volatility of 1). Let the volatility forecasts be denoted by $\sigma_p$. One may show that the expected loss relative to perfect forecasts is given by

$$E[\Delta Q] = \frac{1}{\sigma_p^2} + 2 \ln\left(\sigma_p\right) - 1.$$  \hspace{1cm} (7)

This function is plotted in Figure 4. If the predicted volatility is equal to the true volatility ($\sigma_p = 1$), then the expected loss is zero. Note also that the loss function is asymmetric. That is, it penalizes under-
prediction of risk more heavily than over-prediction of risk. For instance, if the predicted volatility is half the true volatility, then the increase in $Q$-statistic is approximately 1.61. However, if the predicted volatility is double the true volatility, then the increase in $Q$-statistic is only about 0.64. This is another attractive feature of the $Q$-statistic, since most investment managers regard under-prediction of risk as more problematic than over-prediction of risk.

**Figure 4:** Increase in $Q$-statistic versus predicted volatility when the true volatility is 1. Results were obtained assuming a normal distribution. The asymmetry indicates that the $Q$-statistic penalizes under-forecasting of risk more heavily than over-forecasting of risk.

It is instructive to repeat the simulation exercise of Figure 2, except now using the adjusted MRAD and $Q$-statistics. The results are presented in Figure 5. We see that neither of these measures exhibits a spurious minimum, thus correctly pointing to an infinite optimal half-life.
Figure 5: Q-statistic and adjusted MRAD versus EWMA volatility half-life. Returns were generated using a standard normal distribution. Neither quantity exhibits a spurious minimum, thus correctly pointing to an infinite half-life.

The USE4 Model and Data Set

The empirical data set used for this study consists of the history of daily factor returns from the Barra US Equity Risk Model (USE4). The history of daily factor returns starts in 1993, while the volatility forecasts in our empirical study begin on July 19, 1995. The data set contains 4,328 trading days, ending on September 21, 2012.

The USE4 Model is available in long horizon (USE4L) and short-horizon (USE4S) versions. Both models share the same factor structure and factor returns, but differ in their responsiveness. The USE4S Model is designed to provide the most accurate forecasts at a one-month prediction horizon. The USE4L Model is tailored for longer-term investors who are willing to trade some degree of forecasting accuracy for greater stability in the risk forecasts. With the launch of USE4D, the USE4 Model is now available in a third version for daily horizon forecasts. Again, the USE4D Model shares the same factor structure and factor returns as the two other USE4 Model variants.

Here, we briefly review some highlights of the USE4 Model. Empirical results can be found in Yang, Menchero, Orr, and Wang (2011), while methodology details are described in Menchero, Orr, and Wang (2011). The USE4 Model contains 73 factors, comprised of: (a) the Country factor, which is the regression intercept, (b) 60 industry factors, and (c) 12 style factors. Factor returns are estimated by performing daily cross-sectional regressions of stock returns against the start-of-day factor exposures. The estimation universe is the MSCI USA IMI, a broad index representing the US market. The model
employs square-root of market capitalization as the regression weights. The exact colinearity between industry factor exposures and the Country factor is removed by constraining the industry factor returns to be cap-weighted mean zero every period.

As described by Menchero (2010), the estimated factor returns may be interpreted as the returns of factor-mimicking portfolios. The Country factor portfolio essentially represents the cap-weighted estimation universe (i.e., MSCI USA IMI). The industry factor portfolios are dollar-neutral and capture the performance of the industry net of the market and other styles. The style factor portfolios are dollar-neutral and have unit tilt on the particular style, with zero exposure to industries and other styles.

Estimating Volatility

The simplest way to estimate volatility is to compute the sample standard deviation over a trailing window. If stock return distributions were stationary, then using the maximum sample size and equally weighting every observation would minimize sampling error and hence produce the most accurate forecast.

Stock return distributions, however, are not stationary. Events that occurred ten years ago have little to do with current volatility levels. Therefore, to reflect current market conditions, we must give more weight to recent observations. The crucial question is how much more? On the one hand, if we give too much weight to recent observations, then we base our estimates on very few data points and we are strongly penalized with sampling error. By contrast, if we give too much weight to distant observations, then we are harmed by incorporating stale data into our volatility estimates. Making good risk forecasts for real financial data requires an optimal tradeoff between these two effects.

Exponentially Weighted Moving Averages (EWMA)

A simple, yet effective, technique for attaching more weight to recent observations is exponential weighted moving averages (EWMA). In this approach, the variance is written as a weighted average of lagged squared returns.

\[ \sigma^2_t = \sum_m w_m r_{t-m}^2, \]  

(8)

where the weights \( w_m \) sum to 1, and decrease by fixed proportion every period. More specifically, \( w_{m+1} = \lambda w_m \), where \( \lambda \) is the decay factor. The EWMA estimate can be conveniently rewritten in recursive form as a weighted average between yesterday’s squared return and yesterday’s variance forecast,

\[ \sigma^2_t = (1 - \lambda) r_{t-1}^2 + \lambda \sigma^2_{t-1}. \]  

(9)

The relative weight we place on yesterday’s variance forecast determines the responsiveness of the model and is related to the EWMA volatility half-life parameter as follows,

\[ HL = \frac{\ln(0.5)}{\ln(\lambda)}. \]  

(10)
The EWMA volatility half-life is a critical model parameter. To guide us in selecting an appropriate value, we compute the average adjusted MRAD and $Q$-statistic for USE4 daily factor returns, with the averages taken over all factors and time periods. In Figure 6, we plot these quantities versus the EWMA volatility half-life. Unlike the simulated results in Figure 5, we see that real financial data do exhibit a clear minimum. Figure 6 shows that the optimal volatility half-life by both the $Q$-statistic and the adjusted MRAD is about 21 trading days, or one month. Reassuringly, both out-of-sample statistics point to the same optimal half-life. Note that a 21-day volatility half-life corresponds to a decay factor of 0.97 according to Equation 10.

**Figure 6:** $Q$-statistic, adjusted MRAD, and conventional MRAD versus volatility half-life for EWMA forecasts using USE4 daily factor returns. The optimal half-life is about one month (21 trading days) by either the $Q$-statistic or the adjusted MRAD. The conventional MRAD spuriously points to an optimal half-life of about five trading days.

For comparison purposes, we also present the conventional MRAD in Figure 6. Note that this measure suggests an optimal half-life of just five days. Also observe that the minimum MRAD is well below the minimum value of the adjusted MRAD. These results illustrate — this time using real financial data — the same effect seen in the simulated results of Figure 2. That is, in-sample effects spuriously point to excessively short half-life parameters, which in turn produce deceptively attractive MRAD values.
GARCH(1,1)

The method of Generalized Auto Regressive Conditional Heteroskedasticity, or GARCH, was developed by Engle (1982), Bollerslev (1986) and others in the 1980s. By now, there are many variations of GARCH. An excellent survey of these techniques is provided by Bauwens, Laurent, and Rombouts (2006).

In this paper, we focus on the most widespread variant of GARCH, namely GARCH(1,1). In this approach, variance estimates are given by

\[ \sigma_t^2 = \alpha r_{t-1}^2 + \beta \sigma_{t-1}^2 + \gamma \sigma_{t-1} \]  

This expresses predicted variance as a weighted average of three terms: (a) yesterday’s squared return, with weight \( \alpha \), (b) yesterday’s variance forecast, with weight \( \beta \), and (c) a long-run variance, with weight \( \gamma \). The stability condition requires that the weights sum to 1,

\[ \alpha + \beta + \gamma = 1 \]  

We determine the parameters using maximum likelihood estimation with a two-year look-back window. We estimate GARCH parameters separately for every factor in the model.

GARCH has several conceptually appealing attributes. First, the model provides for mean reversion in volatility forecasts through the long-run variance term in Equation 11. Also, GARCH replicates the volatility clustering often found in financial time series. Finally, by setting the \( \gamma \) parameter to zero, GARCH(1,1) encompasses EWMA as a special limiting case.

Volatility Regime Adjustment (VRA)

The USE4D Model utilizes the Volatility Regime Adjustment (VRA) technique to estimate factor volatilities. This technique was first introduced with the launch of the Barra US Equity Model (USE4), as described by Menchero, Orr, and Wang (2011). The central concept behind this approach is to use cross-sectional observations to calibrate the model to current volatility levels.

Risk models base forecasts on historical observations. However, since volatility levels vary across time, this may lead to certain biases in the risk forecasts. For instance, entering a period of financial crisis, volatility levels tend to rise. In this case, risk models use the lower-volatility past to predict the higher-volatility future, thus causing a tendency to under-predict risk during these periods. Conversely, immediately following a period of financial turmoil, there are many extreme events in the estimation window, which creates a tendency to over-predict risk at such times. Since risk models are not crystal balls, there is no way to completely eliminate these biases. The VRA technique, however, is designed to mitigate these biases by using cross-sectional observations to calibrate the model to current volatility levels.

The first step in the VRA technique is to estimate factor volatilities using EWMA, as in Equation 8. This estimate is characterized by the volatility half-life parameter, defined by Equation 10. Next, we compute the cross-sectional bias statistic, as in Equation 5. The computation is performed over the z-scores of daily factor returns, using the EWMA volatility forecasts from the first step. We can think of the cross-sectional bias statistic as providing an instantaneous measure of risk forecasting bias. The factor volatility multiplier, at time \( t \), is defined in terms of the trailing cross-sectional bias statistics,
\[ \lambda_t^F = \sqrt{\sum_{i} \mu_m B_{t-i}^2} , \]  

(13)

where \( \mu_m \) is the exponential weight characterized by the VRA half-life parameter.

If the factor volatility multiplier is greater than 1, it says the original EWMA estimates were too low, and risk forecasts should be adjusted upward. Conversely, when \( \lambda_t^F \) is less than 1, EWMA estimates were too high and risk forecasts should be adjusted downward. The adjusted volatility forecast for factor \( k \) at time \( t \) is given by

\[ \tilde{\sigma}_{k_t} = \lambda_t^F \sigma_{k_t} . \]  

(14)

This adjustment is designed to remove the average bias, with all factor volatilities scaled by the same proportion.

Volatility estimation with the VRA technique therefore requires two half-life parameters: the EWMA volatility half-life defined in Equation 10, and the VRA half-life used in Equation 13. To find the optimal values for these two parameters, we perform a search for the global minimum Q-statistic over the two-dimensional space. In Figure 7, we plot curves of Q-statistics (averaged across factors and time periods) versus the VRA half-life for several values of the EWMA volatility half-life. We find that the combination that minimizes the Q-statistic is a 42-day EWMA volatility half-life in conjunction with a two-day VRA half-life.

Figure 7: Q-statistic curves versus VRA half-life for three values of EWMA volatility half-life. The Q-statistic is minimized at a VRA half-life of two days and an EWMA volatility half-life of 42 days.
At first glance, a two-day VRA half-life may seem surprisingly short. Recall, however, that it is primarily the penalty of sampling error that imposes limits on the responsiveness of the model. In the EWMA approach, where volatilities are estimated one factor at a time, sampling error is relatively large. In the VRA approach, by contrast, we largely mitigate sampling error by virtue of using 73 cross-sectional observations every day.

Although a two-day VRA half-life is optimal in terms of forecasting accuracy, it may lead to rather large daily fluctuations in predicted volatilities. To reduce such variability, the USE4D Model combines the 42-day EWMA volatility half-life with a four-day VRA half-life. This provides considerably more stability in volatility forecasts, while producing only a modest increase in the Q-statistic, as evident from Figure 7.

The financial crisis period of 2008 and 2009 affords a prime example to illustrate the behavior of the VRA technique. In Figure 8, we plot the factor volatility multiplier $\lambda^F_t$ together with the factor cross-sectional volatility (CSV), defined as

$$CSV_t = \sqrt{\frac{1}{K} \sum_k f_{kt}^2}.$$  

(15)

Figure 8: Factor volatility multiplier and factor cross-sectional volatility (CSV) for the USE4D model. Results were smoothed using 10-day rolling windows.
In January 2008, we see that factor CSV spiked from 60 bps to about 150 bps per day. The factor volatility multiplier responded quickly to the increased volatility levels, reaching a maximum value of 1.7 during the month. The next big spike in factor CSV came at the start of September 2008, when levels stood at about 100 bps per day. Over the next two months, these levels had more than doubled to 250 bps per day. Again, the factor volatility multiplier quickly detected the increased volatility levels, hitting a peak of 1.8 in October 2008.

By the end of April, 2009, the worst of the financial storm was over, and factor volatility levels stood at about 150 bps per day. The next eight months saw a strong secular decline in volatility levels, with factor CSV hitting a low of about 50 bps per day by the end of 2009. Over this time of rapidly declining volatility, the factor volatility multiplier was well below 1, hitting lows of about 0.6 during this period. This example demonstrates the effectiveness of the VRA technique for reducing volatility forecasts in the aftermath of a financial crisis.

### Empirical Results

In this section, we compare forecasts for six different sets of volatility estimates. The data set used for our study is the full history of USE4 daily factor returns, as described previously. The first set of volatility estimates is taken directly from the USE4D model, which uses a volatility half-life of 42 days and a VRA half-life of four days. Next, we consider a highly responsive EWMA forecast, with volatility half-life of four days (i.e., equal to the VRA half-life of USE4D). We refer to this as the EWMA(4) forecast. We also consider the EWMA(21) forecast, which uses the optimal volatility half-life of 21 days, as seen in Figure 6. The last EWMA forecast we consider is EWMA(42), which uses the same volatility half-life as USE4D. We also report results for the GARCH(1,1) model, described above. Finally, we examine the USE4S model, with volatility forecasts scaled to a one-day horizon.

Before presenting results on forecasting accuracy, we consider the stability of the volatility forecasts. To investigate this, we first compute for factor $k$ and day $t$ the absolute change in volatility forecast over the previous day,

$$v_{k,t} = \frac{|\sigma_{k,t} - \sigma_{k,t-1}|}{\sigma_{k,t-1}}. \quad (16)$$

We then define the forecast variability as the average over all factors and all time periods,

$$\overline{\sigma} = \frac{1}{KT} \sum_{k,t} v_{k,t}. \quad (17)$$

The variability for each volatility forecast is reported in Table 1. The variability ranged from a low of 63 bps for USE4S, to a high of 7.96 percent for EWMA(4). The USE4D Model had an intermediate variability at 2.82 percent.
Table 1: Comparison for six different volatility estimates. Averages were computed across all 73 factors and 4,328 trading days. Differences in Q-statistics are relative to the USE4D model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Variability (Percent)</th>
<th>Conventional MRAD</th>
<th>Adjusted MRAD</th>
<th>Q-Statistic</th>
<th>Q-Statistic (Difference)</th>
</tr>
</thead>
<tbody>
<tr>
<td>USE4D</td>
<td>2.82</td>
<td>0.2124</td>
<td>0.2478</td>
<td>2.4182</td>
<td>0.0000</td>
</tr>
<tr>
<td>EWMA (4)</td>
<td>7.96</td>
<td>0.2059</td>
<td>0.3092</td>
<td>2.5231</td>
<td>0.1049</td>
</tr>
<tr>
<td>EWMA (21)</td>
<td>1.66</td>
<td>0.2239</td>
<td>0.2562</td>
<td>2.4455</td>
<td>0.0274</td>
</tr>
<tr>
<td>EWMA (42)</td>
<td>0.85</td>
<td>0.2403</td>
<td>0.2590</td>
<td>2.4564</td>
<td>0.0382</td>
</tr>
<tr>
<td>GARCH(1,1)</td>
<td>4.33</td>
<td>0.2147</td>
<td>0.2622</td>
<td>2.4486</td>
<td>0.0304</td>
</tr>
<tr>
<td>USE4S</td>
<td>0.63</td>
<td>0.2507</td>
<td>0.2647</td>
<td>2.4631</td>
<td>0.0450</td>
</tr>
</tbody>
</table>

In Table 1, we also report MRAD and Q-statistics for the six volatility forecasts. By the conventional MRAD measure, EWMA(4) has the lowest score. However, as we have seen, the conventional MRAD strongly favors overly responsive forecasts which can make the MRAD appear artificially low. The true out-of-sample measures (adjusted MRAD and Q-statistic) paint a different picture of forecasting accuracy.

By either the adjusted MRAD or the Q-statistic, the USE4D model produced the most accurate volatility forecasts. We also report in Table 1 the difference in average Q-statistic relative to the USE4D Model. The average was computed over all 73 factors and the entire sample period of 4,328 trading days. The second most accurate forecasts were provided by the EWMA(21) model, which had a Q-statistic 0.0274 above USE4D. The least accurate forecasts were for the EWMA(4) model, which scored a Q-statistic 0.1049 above the USE4D model.

It is a useful exercise to translate differences in Q-statistics into forecasting errors. This is difficult to do precisely, since it depends on the forecast errors of each estimate as well as the return distributions of the test portfolios. Nevertheless, a rough sense can be gleaned from Equation 7 and Figure 4. We see that a difference in Q-statistic of 0.10 translates roughly into a predicted volatility of $\sigma_p = 0.81$ (i.e., 19 percent under-forecasting bias) or $\sigma_p = 1.28$ (28 percent over-prediction). Similarly, a Q-statistic difference of 0.03 corresponds roughly to forecasts of $\sigma_p = 0.89$ (11 percent under-forecast) or $\sigma_p = 1.14$ (14 percent over-forecast).

It is also important to consider the statistical significance of these findings. One way to gauge statistical significance is to count the number of factors for which USE4D produced lower Q-statistics than the other forecasts. Compared with GARCH(1,1), the USE4D model produced lower Q-statistics for 71 of the 73 factors. Relative to EWMA(42) or USE4S, the USE4D model outperformed for 72 of the 73 factors. Finally, versus EWMA(4) or EWMA(21), the USE4D model outperformed for all factors. The likelihood of these results occurring by mere chance is exceedingly small. Thus, we can conclude with high statistical confidence that the USE4D model provided more accurate risk forecasts than the other approaches.

Although, on average, the USE4D Model produced more accurate forecasts over the full sample period, it is important to investigate the persistence of these results across time. For instance, if the outperformance was due primarily to a specific sub-period (such as the 2008/2009 financial crisis), it may call into question the robustness of the VRA methodology. To explore this possibility, we define the cumulative Q increment,
\[ \Delta \bar{Q}(\tau) = \frac{1}{KT} \sum_{k=1}^{K} \sum_{t=1}^{T} \left( Q_{kt}^A - Q_{kt}^B \right), \]  

(18)

where \( Q_{kt}^A \) is the Q-statistic for forecast \( A \), factor \( k \), at time \( t \), and \( Q_{kt}^B \) is the corresponding quantity for forecast \( B \). We can think of \( \Delta \bar{Q}(\tau) \) as keeping a “running tally” of the difference in accuracy between forecasts \( A \) and \( B \). At the end of the sample period, \( \tau = T \), the cumulative Q increment becomes simply the average difference in Q-statistic between the two forecasts. Here we let forecast \( B \) represent the USE4D model, whereas forecast \( A \) is used to represent the alternative.

In Figure 9 we plot the cumulative Q increment for all models relative to USE4D. Note that all of the lines have a persistent upward slope, indicating that the USE4D model consistently provided more accurate forecasts across all market regimes.

**Figure 9:** Cumulative Q increment (relative to USE4D) versus time for five sets of volatility forecasts. The persistent upward slope indicates that the USE4D consistently provided more accurate forecasts across different market regimes.

In order to develop greater intuition for how these forecasts compare, it is useful to compare time-series plots of the volatility forecasts for specific factors.

In Figure 10, we plot the predicted volatility of the USE4 Country factor computed with EWMA(42) and USE4D, over the period 2007-2010. We see that over the last four months of 2008, the USE4D Model predicted significantly higher volatility for the Country factor than the EWMA(42) forecast.

Conversely, for the last eight months of 2009, the EWMA(42) forecasts were significantly higher. These results are consistent with the greater responsiveness of USE4D relative to EWMA(42).
Figure 10: Predicted volatility of USE4 Country factor for USE4D and EWMA(42) forecasts.

In Figure 11 we plot the volatility of the Earnings Yield factor for GARCH(1,1) and USE4D over the time period 2007-2010. This was a factor to which many quantitative investors had positive exposure over this period.

Prior to the “Quant Meltdown” of August 2007, we see that the GARCH(1,1) forecasts were very stable and about at the same level as USE4D forecasts. During the height of the Quant Meltdown, the GARCH(1,1) forecasts were above 12 percent, versus eight percent for USE4D.

For the next two years, while the Quant Meltdown remained in the estimation window, the GARCH(1,1) forecasts were very jumpy. In August 2009, as the event exits the estimation window, we see that the GARCH(1,1) forecasts suddenly become more stable.
Figure 11: Predicted volatility of USE4 Earnings Yield factor for USE4D and GARCH(1,1) forecasts.

As we have seen, the $Q$-statistic is composed of an over-forecasting and an under-forecasting penalty function. For perfect risk forecasts, the expected value of the under-forecasting penalty function is exactly 1. Assuming normal distribution and perfect risk forecasts, the expected value of the over-forecasting penalty function is 1.27. Plotting these two penalty functions versus time and comparing them to their ideal values can yield important insight into whether the volatility forecasts were too high or too low.

In Figure 12, we plot the mean $Q$-statistic, together with the over-forecasting and under-forecasting penalty functions, averaged across all 73 factors, for EWMA(42) volatility forecasts. The plot covers the financial crisis period of 2008 and 2009, and lines were smoothed using 10-day rolling averages. The $Q$-statistic exhibits several distinct peaks over the course of 2008, with the largest such peak occurring in October 2008. We see that each of these peaks in 2008 was caused by a spike in the under-forecasting penalty function, implying that the EWMA(42) forecast was not responsive enough during this period. We can even use the $Q$-statistic to estimate the magnitude of the bias. In October 2008, the $Q$-statistic was at about 3.9, or about 1.6 above the ideal position. From Figure 4, we see this translates roughly into a 50 percent under-prediction of risk. By contrast, we see that over the last eight months of 2009, the relatively high value of the $Q$-statistic was dominated by the over-forecasting penalty function. In this case, the EWMA(42) model did not adapt quickly enough to reduced volatility levels in the wake of the financial crisis.
Figure 12: Plot of Q-statistic together with over-forecasting and under-forecasting penalty functions for the EWMA(42) forecast. The quantities represent averages across factors. Lines were smoothed using 10-day rolling windows. The EWMA(42) forecast generally under-forecasts for much of 2008 and over-forecasts for most of 2009.

In Figure 13 we plot for the USE4D forecasts the mean Q-statistic, averaged across all factors, together with over-forecasting and under-forecasting penalty functions. From Figure 13, it is clearly evident that the Q-statistic for USE4D was much closer to the ideal value of 2.27 than the corresponding plot in Figure 12 for EWMA(42). Furthermore, we see that the over-forecasting and under-forecasting penalty functions never deviated too far from their ideal positions.
Figure 13: Plot of Q-statistic together with over-forecasting and under-forecasting penalty functions for the USE4D forecast. The quantities represent averages across factors. Lines were smoothed using 10-day rolling windows. Compared to EWMA(42) forecasts, the USE4D Q-statistics are much closer to their ideal values. Furthermore, the over-forecasting and under-forecasting penalties stay relatively close to their ideal values, indicating that the model adapts well to changing volatility levels.

Setting the Correlation Half-Life

Thus far, we have only considered volatility forecasts. In building a factor covariance matrix, however, we must also estimate the off-diagonal covariances. These are given by the product of the factor volatilities and the factor correlations. The correlations, in turn, are estimated using EWMA with a specified half-life parameter.

The correlation half-life is a crucial model parameter. If it is too long, there may be a penalty by using stale data in our correlation estimates. If the correlation half-life is too short, then the covariance matrix may become noisy and ill-conditioned, leading to poor performance and under-estimation of risk of optimized portfolios, as described by Menchero, Wang, and Orr (2011).

One way to determine the optimal correlation half-life is to compute the value that produces the best out-of-sample performance of optimized portfolios. To study this, we construct the minimum-risk fully invested factor portfolio at the start of every day. The Country factor exposure and the sum of industry factor exposures are constrained to equal 1. In Figure 14 we plot the out-of-sample realized volatility over the full sample period as a function of correlation half-life. We see that 200 days appears optimal, as this minimizes the out-of-sample realized volatility. If the correlation half-life is too long, we do see a penalty in out-of-sample volatility by using stale data. Note, however, that this penalty is relatively modest: 8.6 percent at 500 days versus 8.3 percent at 200 days. By contrast, when the correlation half-
life becomes *too short*, there is a steep penalty in out-of-sample volatility. In this case, model estimates are harmed by too much noise in the correlation estimates.

Figure 14: Out-of-sample volatility for minimum-risk fully invested factor portfolio versus correlation half-life. The out-of-sample period consisted of 4328 trading days. The volatility was minimized near a correlation half-life of 200 days.

There are several other possible ways of selecting the correlation half-life parameter. For instance, one may study the half-life parameter that minimizes the out-of-sample volatilities of style optimized portfolios. Another way to set the correlation half-life is to investigate the value that produces the best beta forecasts. Yet another approach is to determine which correlation half-life produces the most accurate risk forecasts for factor-pair portfolios.

The results of these investigations were qualitatively similar to the results of Figure 14. Namely, the optimal correlation half-life is close to 200 days. If the correlation half-life is too long, we find a weak penalty, but observe a much larger penalty if the correlation half-life is too short. Based on these studies, we select a 200-day correlation half-life for the USE4D model.
Conclusion

We have investigated the relative accuracy of various volatility forecasts over a one-day prediction horizon. We examined several EWMA forecasts, a GARCH(1,1) model, the USE4S Model (scaled to a one-day horizon), and finally the USE4D Model. We found that the USE4D Model provided the most accurate forecasts among all models considered. Furthermore, the outperformance was consistent across factors as well as persistent across time.
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